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General Disclaimer:

© Copyright 2016 Intel Corporation. All rights reserved. Intel, the Intel logo, Intel Inside, the Intel Inside logo, Intel.
Experience What's Inside are trademarks of Intel. Corporation in the U.S. and/or other countries. *Other names and
brands may be claimed as the property of others.

Technology Disclaimer:

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software
or service activation. Performance varies depending on system configuration. No computer system can be absolutely
secure. Check with your system manufacturer or retailer or learn more at [intel.com].

Performance Disclaimers:

Cost reduction scenarios described are intended as examples of how a given Intel- based product, in the specified
circumstances and configurations, may affect future costs and provide cost savings. Circumstances will vary. Intel does
not guarantee any costs or cost reduction.

Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and
provided to you for informational purposes. Any differences in your system hardware, software or configuration may
affect your actual performance.
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1 Workload Convergence on IA
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Leadership in Enabling Network Transformation
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*:0PNFV

O.F

openstack

[l

Intel Open
Source

| ET F

0 \
SR ‘
ooy

Alliance for
Telecom
Industry
Solutions

European
Telecommuni
cations
Standards
Institute

Open
Platform for
NFV

Open
Daylight
Project

Open
Networking
Foundation

OpenStack
Foundation

Data Plane
Development
Kit
(DPDK.org)

Internet Open vSwitch
Engineering
Task Force Technology
Center —
Packet

Processing

i Standards development 1 LINUX FOUNDATION Vendor/user community projects g (iﬁ@
Technical Specifications Technical Specifications / Code / Test Procedures le:tefgerrr:s

Investing in contributions to 10 SDN/NFV initiatives

Across the entire contribution spectrum
Specifications -> Code -> Test -> Reference Platforms

**QOther brands and names are the property of their respective owners > ~
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DPDK Architecture =) JR.P DK

DPDK Sample Apps

QoS Pkt Framework

PCAP AESNI MB

NIN[€]

AF_PKT

NULL

; User Space

Kernel
UIO_PCI_GENERIC

* Other names and brands may be claimed as the property of others.
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DPDK Ecosystem

9 DATA PLANE DEVELOPMENT KIT

Commercial support and higher-layer application
software based on DPDK is available from the
following companies:

L)

6.\;/;;\/D ‘ /@) > 066@ labs
7 D F) D K An ALTEN Group Company
4

DPDK is also available as part of the following OS
distributions:

@ redrzt  fedore®

Version 7.1 & higher Version 22 +

- %W
v e ®

CentOS DPDK ubuntu

Version 7.1 + .
' ' Version 15.10 +

| freeBSD,

Version 10.1 +

Version 6 +

* Other names and brands may be claimed as the property of others.
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OVS Architecture

Native OVS ©v8

User Space

OVS with DPDK Integrate DPDK library into OVS

Kernel Space User Space + Main forwarding plane runs in
OVS Kernel Space vswitchd userspace as separate threads of

Forwarding Plane OVS User Space -, vswitchd
NIC Forwarding Plane °"°* » DPDK PMD to communicate with

DPDK physical network
User Space * Achieve near native performance
when using shared memory
DPDK 2

DPDK * Available as a compile time option for

£ 8 e ENGEERS

Kernel :Space

(e B NIC B NIC
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Open vSwitch with DPDK Architectural Approach

Integrating DPDK to Accelerate Open vSwitch®

SDN Controller

ovsdb (0]3

virtio
ovsdb server

R

ovs-switchd ovs-switchd

User Space Forwarding

— DPDK ~ DPDK
Tunnels netdev netdev Libraries

gemu

j
>
e
I
o
(8}
=
(1)
—~

Kernel Space
ovs kernel module Gl FEE G
processing

Intel Focus Areas
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FD.io (pronounced Fido)

Open source collection of projects delivering high performance data I/O
= Data services build on top of DPDK

Two initial sub-projects contributed by Cisco
= Vector Packet Processing library (VPP)
= ODL compatible management agent

Usable in cloud, Virtual Machines, containers, bare metal and others
= Library that needs integration

Continuous Performance Lab (CPL)
» Fully automated testing infrastructure/verification of code/feature

Broad industry participation
= Communication Service Providers, Public Cloud Providers, Massively Scalable
Datacenter, Financials, IT Vendors, Semiconductor Vendors

Network Platforms Group (intel. \ 12




@ DATA PLANE DEVELOPMENT KIT

RELATED PACKET PROGESSING TECHNOLOGIES




Hyperscan

Software Regex (Pattern Matching) engine

— Regex and Fixed-string matching

— Massively parallel matching

Scan content for malware

— Using customers’ patterns sets

High performance

- Market moving to software DPI
Fully scales IA

Low latency and overhead
Portable, easy to integrate

Wide application

- Network Security and infrastructure equipment suppliers

DPI Throughput (Gbps)

9 DATA PLANE DEVELOPMENT KIT

Database | Compiler Signatures

A

=
Packets intel \ : Packets

IN B ourt
HyperScan

High-S;eéd Software
Pattern Matching

HyperScan scalability on Intel® Xeon® Multi-core Processor Series

180 / Haswell
’

1€0 4 160Gbps

140 -

20 | (intel)’

100

Sandy Bridge

56 73Gbps

60

32Gbps Nehalem

40 -
20 Harperton

o -
E5400 Processor Series E5500 Processor Series E5-2600 Processor Series

Using the same test criteria and database for every platform benchmark

Intel® Architecture + DPDK + HyperScan -> Best in class DPI
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INTEL" ONP REFERENCE ARCHITECTURE -ETSI NFV REFERENCE ARCHITECTURE
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Introduced in ONP2..0

Intel ONPO
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INTEL” OPEN NETWORK REFERENCE ARCHITECTURE

What is Intel ONP?

(g Open Source Software Stack ) ; :
Based on ETSI.NFV Reference Architecture >4 Reference Architecture that brings together
hardware and open source software ingredients
OPNFYV Project OPNFV
i OpenStack Cloud OS O
- OpenDaylight Controller pemts Optimized server architecture for SDN/NFV in
R DPDK | Telco, Enterprise and Cloud
e Open vSwitch o
[ . Linux Fedora OS
ARKVM KVM Hypervisor é Vehicle to drive development and to showcase
Intel® QuickAssist Technology Drivers — solutions for SDN/NFV based on IA
L Intel® Ethernet Drivers:10 & 40 GbE = J,
Industry Standard High Volume Server Reference Architecture delivered quarterly on
o O1.orgin the form of:
Intel® Xeon® Intel® Communications Intel® Ethernet Reference open source software
Intel® Atom Chipset 89xx Series Controllers ) Reference Architecture Guide

Intel ONP is not a commercial product

*Other brands and names are the property of their respective owners
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